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Faced with the question as to whether failure prediction models can easily
be transferred and applied to a new data setting, this study examines the
performance of seven models on a dataset of Belgian company failures after
re-estimation of the coefficients. The validation results indicate that some
models are widely usable: they are strongly predictive when applied to the new
data set. The Gloubos-Grammatikos models and K easey-M cGuinness appear
among the best performing models, and also Ooghe-Joos-De Vos and Zavgren
seemto be widely usable, respectively for failure prediction 1 and 3 yearsprior
to failure. At the sametime, the Altman and Bilderbeek models show very poor
results when applied to the Belgian dataset. The best performing models seem
to combinetheright variablesin anintuitively right senseand it appearsthat the
combination of some types of variables generally leads to good predictive
results. On the contrary, the estimation technique, complexity and number of
variables do not explain the predictive performances (JEL: G33,M49).

Keywords. failure prediction model, international comparison, validation,
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|. Introduction

Over theyears, failure prediction or financial distressmodelshave been
much discussed in accounting and credit management literature. From
the late 1960s, when Altman (1968) and Beaver (1967) published their
first failure prediction model, many studies have been devoted to the
search for the most effective empirical method for failure prediction. In

* With specia thanks to Jan Camerlynck, for his contribution to a preceding research
paper about international failure prediction models, and to Graydon N.V., for providing the
necessary data.
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many countries, not only in devel oped but also in devel oping countries,
researchershaveattempted to construct agood failure prediction model .
Taffler and Tisshaw (1977) for the U.K., Altman et al. (1974) for
France, Fernandez (1988) for Spain, Swanson and Tybout (1988) for
Argentina are just some examples from the extensive list of studies on
failure prediction models. A comprehensive overview of these studies
can be found in Zavgren (1983), Altman (1984), Taffler (1984), Jones
(1987), Altman and Narayanan (1997) and Altman and Saunders(1998).
In Belgium, the first financial distress models were estimated in 1982
by Ooghe and Verbaere (1985).! In 1991, Ooghe, Joos and De Vos
(1991) estimated a second generation of models. Ooghe, Joos and De
Bourdeaudhuj (1995) give detailed overview of theliteratureon failure
modelsin Belgium.

Recently, many paperscomparing different modeling techniques(for
examplelogit analysis, neural networks and decision trees) on the same
dataset have been published, for example Bell, Ribar and Verchio.
(1990), Altman, Marco and Varetto (1994), Curram and Mingers
(1994), Joos, Ooghe and Sierens (1998), Kankaanpda and Laitinen
(1999). In addition, some attention has been paid to the comparison of
failure prediction model swith different types of variables (Mossman et
al., 1998).

When looking at the application of failure prediction models into
practice, we find that many (international) financial information
agenciesapply failure prediction modelson atotally different dataset of
companiesthan theonesthey aredesigned for. For example, the Altman
model, which is originally designed to predict failure of large publicly
traded manufacturing companiesin the United States, iswidely used to
analyze the failurerisk of different kinds of firmsin several European
countries. In this respect, one may well ask whether a given failure
prediction model can easily be transferred and applied to totally new
data settings. Conseguently, we aim to compare the performance of a
range of failure prediction models, on a dataset of Belgian company
accounts over the sample period 1995 — 1999. We will identify those
models and hence those combinations of variables that have the best
predictive abilities in Belgium and put forward some possible
explanations for the findings.

1. For an overview of financial distress studies in Belgium between 1982 and 1991,
with an emphasis on those conducted at the Department of Corporate Finance of Ghent
University, see Ooghe, Joos and De Bourdeaudhuij (1995).
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It should be noted herethat if wewereto validatethe modelsin their
current form (i.e., with their original coefficients) on the Belgian data,
we would not be able to determine whether the performance results of
the models are a mere consequence of the choice of variables. Bad
performance results could also be caused by coefficients that fail to
capturethetruerel ationshi psbetween thevariables of themodel and the
failures of Belgian companies. In view of this, we will re-estimate the
coefficients of all models over the Belgian data. As far as we know,
there has been as yet no systematic comparative anaysis of the
predictive performances of failure prediction models on the same
dataset using re-estimated coefficients.

This paper isdivided into six parts. By way of introduction, section
Il gives a short explanation of the two modeling techniques that we
focus on in this study: linear discriminant analysis and the logistic
regression technique. In addition, the different performance measures
that are used to examine the predictive abilities of the models are
explained. Section 111 discusses the failure prediction models that are
analyzed in this paper, with section IV focusing on the population and
the sampling methodology. Section V reports the results of our
empirical research and attempts to explain the findings. The final
section will highlight the most important conclusions of this study.

II. Modeling Techniques and Performance M easur es
A. Modeling Techniques

M odelingtechniquesfor two-group classificationingeneral, andfailure
prediction in particular, can generally be classified in four different
groups: classical statistical techniques, recursive partitioning analysis
(or tree classification), neural networks, and genetic algorithms.? The
latter three classification methods may also be classified under the
general heading of “inductive learning” (i.e., alearning process based
on examples). It is more difficult to validate these kinds of models. As
aresult, this validation study only considers failure prediction models
estimated with classical statistical techniques, such as linear
discriminant analysis and logistic regression. A second reason why we

2. For acomprehensive summary of methodological issues on estimation and evaluation
of credit scoring models, see Joos, Ooghe and Sierens (1998).



36 Multinational Finance Journal

focuson linear discriminant analysis and logistic regression is because
they are used in most failure prediction research, both in the earlier
versions and in the most recent ones.®

Multiple discriminant analysis (MDA) comparesthe distribution of
variables—which haveamultivariatenormal distribution—for different
groupsor populations(i.e., afailing and anon-failing group), which are
known, identified and mutually exclusive (Altman et al., [1981]). It
allows to estimate a model that consists of a linear combination of
variables, which provides the best distinction between the group of
failing and the group of non-failing firms. The essence of the MDA
procedureisto assign afirmtothefailing or the non-failing group based
on its*(multivariate) discriminant score’: it is assigned to the group it
most closely resembles. The discriminant score, which has a value
between — and +, istheresult of the combination of several financial
characteristics of acompany (variables) into one single scoreand gives
an indication of the financial health of the firm. Classification is
achieved as follows: a firm is classified into the failing group if its
discriminant score islessthan a certain cut-off point and it is classified
into the non-failing group if its score exceeds or equal sthe cut-off point
(Altman [1968], Lachenbruch[1975], Joos, Ooghe and Sierens[1998]).

The technique of logit analysis allows to estimate a conditional
probability model. For each company, it estimates the probability of
failure conditional on a range of characteristics (attributes) of the
company, based on maximum likelihood estimation. Thistechniqueis
based on the assumption that the failure probahilitiesfollow thelogistic
distribution. Theconditional probabilitieshaveval uesbetween zero and
one (on asigmoidal curve) and are called “logit scores’ (Hosmer and
Lemeshow [1989]). On the basisof alogit score and acertain (optimal)
cut-off point, a firm can be assigned to the failing or the non-failing
group. Logit analysisisfrequently used in classification studiesbecause
this method has some favorable qualities. For example, it is not
necessary to adapt the method for disproportional samples (Zavgren
[1983] and Joos, Ooghe and Sierens [1998]).*

3. In 1968, Altman started with his “Z-score” discriminant model, and the same risk
analysis tool is still applied in the scoring models, devel oped by the Central Banks of, for
example, Austria, France, Germany, Italy and the United Kingdom. The logistic regression
techniquewasintroduced at alater stageandiscurrently applied in both academic papersand
in research from Central Banks.

4. In classification research, state-based samples (the probability of being selected
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B. Performance Measures

Theperformance of aclassification model indicateshow well the model
performs, and is called “ goodness-of-fit” in the econometric literature.
Two different kinds of performance measures will be discussed:
measures based on a “classification rule”, and measures based on the
“inequality principle” (Joos, Ooghe and Sierens [1998]).° Because
classification into a group of failing and non-failing companiesis the
main objective of a failure prediction model, it is obvious that
performance measures based on a classification rule are frequently

applied.

Measures Based on a Classification Rule

In this study, a high (logit or discriminant) score indicates a healthy
financia situation, whilealow scoreindicates abad financial situation
and hence a high failure probability. In this respect, a firm will be
classified intothefailing groupif its scoreislower than acertain cut-off
point, whileit will be classified into the non-failing group if itsscoreis
higher than the cut-off point. For a continuous score model, the
classification rule can be formulated as follows:

@

. _ [ 1if thelogit or discriminant score §; of firmi >y’
0if thelogit or discriminant score § of firmi <y’

depends on the “ state” of the firm, which is non-failing or failing) are often used instead of
purerandom samples. As, in thetotal population, the number of failing unitsis much smaller
than the number of non-failing units, random sampling would lead to very small samples of
failing firms and to inaccurate models.

5. Two performance criteria that are not used in this study are R?-type measures and
measures based on entropy (Joos, Ooghe and Sierens [1998]). Several Re-type measures,
whichindicatethe percentage of thevariancethat isexplained by themodel, arepossible. The
count R2 measure, which reports the number of correctly and falsely classified firms, is the
most suitable measure. However, these measures are not used, as the number of correctly and
falsely classified firmsis already measured by the Gini-coefficient. The concept of entropy
originates from the information theory of Shannon (1948) and was originally introduced in
econometrics by Thell (1971). Measures based on entropy were used as performance
measures in failure prediction research by Zavgren (1985) and Keasey and McGuinness
(1990). It has to be noted, though, that entropy measures only evaluate the discriminating
ability of the model and do not allow taking misclassification costs and population
proportions into account a posteriori. As a consequence, we do not use entropy measuresin
this study.



38 Multinational Finance Journal

withy; asthe estimated classof firm| andy” asthethreshold or “ cut-off
point”. Here, two types of misclassifications can be made: A type |
error, denoted by E;, representsa“credit risk” (afailing firm classified
as a non-failing) and a type Il error, denoted by E, represents a
“commercial risk” (non-failing firm classified as afailing).

In theory, the optimal cut-off point of a classification model is the
point at which the“global cost function” isminimized. Thisglobal cost
function, represented by equation 2, includesthemisclassification error
rates, the misclassification costs and the population proportions (Koh
[1992]). The expected cost is:

EC=7,C,E, +7,C,E @

nf —nf 1

wherefisfor failing, nfisfor non-failing, z; and = are the population
proportions of failing and non-failing firms, C; and C, are the
misclassification costsfor thetypel and typell errors, and E;and E  are
the type | and type Il misclassification error rates (percentages).

However, the principal aim of this paper isnot defining new optimal
cut-off pointsfor the models.® The scope of thispaper isthe comparison
of predictive abilities and hence the comparison of error rates. In this
respect, it is possible to assess the predictive performances of the
model sstatistically, without takinginto account the* subjectivefactors’
(Steele [1995]) of misclassification costs and population frequencies.
We examinethe differences between the score distribution of the group
of failing firms and score distribution of the non-failing group. This
refersto“Dmax” of the Kolmogorov-Smirnov significance test for two
samples (Siegel and Castellan [1988]). “Dmax” is the maximal
difference between the cumulative distribution of the model scores of
the failing group (i.e. F;) and the cumulative distribution of the model
scores of the non-failing group (i.e. F,¢). The score that corresponds to
“Dmax” is reported as the “new optimal cut-off point” of the model.
The misclassification errors for the group of failing firms (F;) and the
non-failinggroup (1—F,), corresponding with thisnew, optimal cut-off
point, are reported asthetype | and thetype Il error rate. These are the
key measures of performance used in this study.

As the maximization of Dmax (F—F,) is the same as the

6. Moreover, Ohlson (1980) states that logit analysis is not an econometric method
which is designed to find an optimal frontier, trading off one type of error against another.
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minimization of the unweighted sum of the misclassification errors
(F+1-F,), the new optimal cut-off point is the point at which the
(unweighted) sum of both misclassification error ratesis minimal.” In
section V, which reports the results, this unweighted sum of
misclassification errors is reported as the “unweighted error rate’
(UER). It should be stressed that the UER does not indicate the real
percentage of thefirmsin thetotal population of failing and non-failing
companies that is classified falsely by the models. The UER is only
intended as a measure of accuracy, which is used to compare the
predictive abilities of the models. In the comparative context of this
study, abstraction is thus made of population proportions and
misclassification costs.

Measures Based on the Inequality Principle

The performance of amodel can also be demonstrated graphically with
the construction of a trade-off function. Figure 1 shows an example.
Here, the cumulative frequency distributions of the scores for the
non-failing and the failing firms are located in a co-ordinate system,
with the type Il error rate (=F (y)) on the X-axis and the type | error
rate (= 1 — F (y)) on the Y-axis (Steele, 1995), where F; (y) is the
cumulative distribution function of the scores of the failing firms and
F.(y) is the cumulative distribution function of the scores of the
non-failing firms.

Each element of thistrade-off function representsan optimal cut-off
point for a given classification cost (C; and C,) and population
proportions (z; and ).

Itisclear that the best-performing (i.e., most discriminating) model
has a trade-off function that coincides with the axes. By contrast, the
non-discriminating model , which cannot di stingui sh between non-failing
and failing firms, hasalinear descending trade-off function from 100%
type | error to 100% type Il error. Comparing the location of the trade-
off function of afailure prediction model with the location of the most
discriminating and the non-discriminating models gives a clear
indication of the performance of the model: a model has higher
performance if its curveislocated closer to the axes.

The Gini-coefficient of a model is an aggregated performance
measurethat refl ectsthedifference betweenthetrade-off function of the

7. Bothtermsarecomplementary: F—F + Fi+ 1 —F = 1.
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model and the trade-off function of the non-discriminating model. In a
normal situation, this coefficient lies between zero and one and isequal
to the proportion of the area between the model and the
non-discriminating model (i.e., the grey areain figure 1) and the area
between the non-discriminating and the best model (i.e., the triangle
with the axes as sides). An empirical approximation of the
Gini-coefficient is shown below (Joos, Ooghe and Sierens, [1998]):

Xmaxymax _ - . yi—1+yi
S é(x Xa) =

Xinex Yimex
2

=1—i()§ _)ﬁ—l)(yi—l"' yi)

GINI =

©

where x; isthe type Il error rate with threshold I, vy, is the type | error
rate with threshold I, X, isthe maximum type Il error rate, i.e., 100%,
Ymax 1S the maximum type | error rate, i.e., 100%.

A high Gini-coefficient correspondsto acurvethat issituated close
to the axes, and hence, to a good performing model, while a low
Gini-coefficient points out that the model performs badly. A negative
Gini-coefficient impliesthat amodel classifies most companiesfalsely.
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Contrary tothediscussion of thetypel and typell errorsseparately, this
measure gives aglobal judgement of performance: the Gini-coefficient
isindependent of changing cut-off points.

[11. Failure Prediction Models

Because the aim of the study is to compare the validity of arange of
failure prediction models, developed in different countries and time
periods, we first select a number of models. In this selection process,
several criteriaaretakeninto account. Firstly, asalready mentioned, this
study only focuses on models estimated with linear discriminant
analysis and logistic regression. Secondly, we restrict ourselves to the
analysisof modelsthat arefrequently referred toin research papers. For
example, onthebasis of thiscriterion, the Altman (1968) model and the
Zavgren (1983) model are included in this study. Thirdly, the
availability of variable and coefficient information is an important
criterion. Asmany recent model sarelicensed to commercial companies,
they are not fully described in academic publications and therefore
cannot be included in this study. The Taffler (1984) model is an
example of amodel that is excluded because of the unavailability of
coefficients. Furthermore, the ease of use of the models with respect to
the calculation of the variablesistaken into consideration. Models that
include non-financial data, such as gross national product, are left out
of thisstudy. For example, the Ohlson model (1980), whichincludesthe
GNP priceindex, is excluded from the analysis. In addition, this study
only incorporates“ devel oped country” models (Altman and Narayanan
[1997]). Models from developing countries, where free market
economies do not occur, fall outside the study, because we expect these
models to show extremely large error rates when validated on Belgian
annual accounts. In developing countries, it is difficult to detect
company failure because of the degree of government protection.
Finally, we opt for genera models and hence exclude models
investigating the probability of failure of, for example, new, high-tech
or small firms. One example concerns the exclusion of the Laitinen
model (1992), which was designed to predict failures of newly
founded firms.

At the end of the selection procedure, eight models remain: Altman
(1968) from the U.S.A., Bilderbeek (1979) from The Netherlands,
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TABLE 1. Samplesof Failing and Non-failing Companies

Sample Number of firms Percentage
Failing firms 6,500 100.00
Failing in 1997 3,313 50.97
Failing in 1998 3,187 49.03
Non-failing firms 249,334 100.00
Termination of activity 122 0.05
Early dissolution- liquidation 5,795 2.32
Liquidation followed by a merger 44 0.02
Liquidation followed by an absorption 3,148 1.26
Closing of aliquidation 16,674 6.69
Without any particular legal status 223,552 89.66

Ooghe-V erbaere(1985) from Belgium, Zavgren (1985) fromthe U.S.A.,
Gloubos-Grammatikos(1988) from Greece, K easey-M cGuinness (1990)
from the U.K., and Ooghe-Joos-De Vos (1991) from Belgium. In the
appendix, table 1 summarizes the characteristics of each of these eight
models, and in tables 2 to 8 the variables of the models are shown. In
thesetables, each different variableisattributed auniquename (X1, X2,
..., X40). Detailed analysis of the variables reveals that the some
variables appear in different models.

However, comparing the performances of the different models in
their current form (i.e., with their original coefficients) will cause some
difficulties. We should bear in mind that generally models perform
badly out-of-sample when there is a large difference between the
estimation sample and the validation sample, especialy if the
differences are the result of differences in the definitions of the
dependent variables, exogenous factors (such as macroeconomic
conditions and ingtitutional and legal factors unique to the country of
origin) and the sample period. It is clear that the calculation of the
original coefficients of the various models is influenced by the
correlations between the variables that are included in the original
estimation samples and the variables that are not included in these
samples, such as macroeconomic conditions, institutional factors and
sampl e period. Consequently, if wewould validatethemodel swiththeir
origina coefficients on the Belgian data, we would be unable to
determine whether bad performance of the models is the consequence
of an inappropriate choice of the variables or of the use of coefficients
that fail to capture the true relationship between the variables and



Application of Failure Prediction Models 43

failures of Belgian companies. The re-estimation of the coefficients of
all models over the Belgian data, will alow the models (i.e.,
combinations of variables) to takeinto account some factors specific to
the Belgian validation dataset. As aresult, we will be able to compare
model performances more precisely, and to indicate whether the
performance results can be explained by the choice of variables.

V. Population and Samples

Before describing the population and the sampling method for
re-estimation and validation, it seems appropriate to give some
important definitions that are frequently used in this study.

A. Definitions of Failing and Non-failing Firms

A “faling” firm is a firm in the situation of bankruptcy, or with a
request for a judicia composition (adso caled “moratorium on
payments”), or with an official approval of ajudicia composition. On
the other hand, besides “normal” firms without any particular 1egal
status, the group of “non-failing” firms also includes al firms
characterized by the following juridical situations: termination of
activity, early dissol ution-liquidation followed by amerger with another
company, liquidation followed by absorption by another company,
closing of aliquidation, or without any particular legal status. In other
words, all firms with associated doubts about the economic reasons for
their juridical situation areincluded inthe non-failing population. Asit
is our aim to validate failure prediction models, it is necessary to
measure the performance of the models in a realistic situation, and
hence consider these doubt-causing firmsasnon-failing ones. However,
when re-estimating the coefficients of thefailure prediction models, we
want to reduce theinfluence of these doubt-causing firms. Therefore, in
the re-estimation sample, whichisdiscussed further, only firmswithout
any particular legal statusareincluded in the group of non-failing firms
and al other firms are ruled out.

B. Population and Samples of Failing and Non-failing Companies

This study is based on Belgian accounting data from the period 1994 —
1999. It concerns published annual accountsof non-financial companies
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subject to thelegidlation on the annual accounts of companies. Thedata
were obtained from the CD-ROM s of Bureau VVan Dijk and information
supplier Graydon. It should be noted that, in Belgium, companies are
required to deposit their annual accounts in a prescribed form,
dependent ontheir size. A distinction isto be made between largefirms
that must prepare their annual accounts in a complete form, and small
firmsthat areallowed to preparetheir annual accountsin an abbreviated
form. The group of large companies consists of firms with more than
100 employees and firms that meet at least two of the following three
criteriac (1) more than 50 employees (yearly average), (2) turnover,
V.A.T. excluded, of more than 200 million Belgian francs (yearly
average), (3) total assets of more than 100 million Belgian francs. In
Belgium, amgjor percentage of the companies have annual accountsin
an abbreviated form: in 1999, only 6.2% of the total population of
companies deposited a compl ete-form annual account.

The total population of companies consists of all firms having
published at least one annual account in the period 1994 — 1999.
Companies that are classified into the following activity classes, are
excluded because of their special situations: financial intermediation,
insurance and pension funding, management activities of holding
companies and co-ordination centers, public administration, public
defense, public services to the community, compul sory social security,
education, health and social work, activities of membership
organizations, private households with employed persons, and
extra-territorial organizations. Thetotal population comprises 268,465
companies, identified by their V.A.T. numbers. From this total
population, two samples are taken: a sample of failing companies and
asample of non-failing firms.

The sample of failing companies consists of al firms that failed in
1997 or 1998. Only firms that failed in 1997 having annual accountsin
1994 or later, and firms that failed in 1998 having annual accountsin
1995 or later, are included. The failing sample comprises 6,500
companies. On the other hand, the sample of non-failing companies
includes al firmsthat are non-failing on January 1, 1999, and that have
annual accounts in 1994 or later. The non-failing sample involves
249,334 companies. Table 1 illustrates the number of failing and
non-failing companies that are used in this study. It also reports the
percentage of the non-failing sample that is made up of companies
characterized by thejudicial situationsmentionedinthelistinsection A.



Application of Failure Prediction Models 45

TABLE 2. Sampling Procedures

Failing group Non-failing group
Failing firms Y ear annual Y ear annual Non-failing
accounts accounts firms
1 ypf Failingin 97 1996 1996 group C
Failingin 98 1997 1997 group D
2 ypf Failingin 97 1995 1995 group B
Failingin 98 1996 1996 group C
3 ypf Failingin 97 1994 1994 group A
Failingin 98 1995 1995 group B

C. Samples of Failing and Non-failing Annual Accounts

The sampling procedure for the samples of failing annual accountsis
rather simple. Because the aim of the study is to re-estimate and to
validate the models one, two and three years prior to failure (i.e., 1 ypf,
2 ypf and 3 ypf), we select the annual accounts one, two and three years
prior to failure (if available and if not concerning an extended fisca
year) for each company in the faling sample. However, not al
companies deposit their annual accounts on December, 31.
Consequently, theannual accounts 1, 2 and 3 ypf aredefined asfollows:

Account one year prior to failure: account with the closing date
falling within the period [date of failure, date of failure— 365 days]
Account two years prior to failure: account with the closing date
falling within the period [date of failure — 365 days, date of failure
— (2 x 365 days)]

Account three years prior to failure: account with the closing date
falling within the period [date of failure — (2 x 365 days), date of
failure — (3 x 365 days)]

To select the samples of non-failing annual accounts, the group of
non-failing companies is randomly divided into four equal groups:
groups A, B, C and D. For each group of companies, the annual
accounts of one specific year inthe period 1994 — 1997 (if availableand
if not concerning an extended fiscal year) are taken. The following
non-failing annual accounts are selected:
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TABLE 3. Number of Annual Accountsin the Samplesof Failing and Non-failing
Annual Accounts

Failing Non-failing

annual accounts annual accounts
Sample 1 ypf 6,500 124,671
Sample 2 ypf 6,500 124,678
Sample 3 ypf 6,500 124,684

Non-failing firmsin group A: annual accounts of 1994
Non-failing firmsin group B: annual accounts of 1995
Non-failing firmsin group C: annual accounts of 1996
Non-failing firmsin group D: annual accounts of 1997

In this study, we link the failing annual accounts one, two and three
yearsprior tofailureto the non-failing annual accounts, bearingin mind
that the annual accounts of the two different samples should refer to the
sametime frame. Accordingly, for each year prior to failure, the annual
accounts of the two relevant years are taken together. Thisprocedureis
explained in table 2. The resulting numbers of annual accounts in the
samples of failing and non-failing accounts are reported in table 3.

Because we want to re-estimate the coefficients of the eight models
on the Belgian data before validation, we need validation and
re-estimation samples of failing and non-failing annual accounts.
Consequently, the samples of failing and non-failing annual accounts
arerandomly dividedinto separatere-estimation samplesand validation
sampl es. Within each sampleof failing and non-failingannual accounts,
50% of the accounts are classified as a re-estimation sample, and 50%
areincluded in avalidation sample.

As dready mentioned, in the re-estimation samples, the annual
accounts of “doubt-causing” firms must be excluded from the group of
non-failing annual accounts. Only companies without any particular
legal status should be considered as non-failing. Furthermore, we are
forced to reduce the large number of non-failing annual accountsin the
re-estimation samples because of the practical limitations of the
statistical program used. In this respect, about 20% of the non-failing
annual accounts are selected randomly. In contrast, the number of
failing annual accountsis not reduced. Finally, we eliminate all annual
accounts that have not been deposited at the National Bank of Belgium
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TABLE 4. Number of Failing and Non-failing Annual Accounts inthe
Re-estimation Samples

Failing Non-failing Tota
Sample 1 ypf 778 9,164 9,942
Sample 2 ypf 2,409 8,590 10,999
Sample 3 ypf 2,705 7,932 10,637
Total sample 5,892 25,686 31,578

and therefore are not available on the CD-ROMs of Bureau Van Dijk.
This significantly reduces the origina number of failing annual
accountsinthe sample, at 1 ypf in particular, asmany failing companies
cease to pay attention to financia reporting when they are close to
failure. Also, the annual accounts of non-failing companies founded
after 1 January, 1998 are excluded, because these companies do not
have annual accounts in the period 1994 — 1997. Table 4 presents the
number of failing and non-failing annual accountsin the 1 ypf, 2 ypf and
3 ypf estimation samples after the elimination of non-available annual
accounts.

Itisclear that some modelshave different variablesand coefficients
depending on the period within which they aim to predict failure.
Ooghe-V erbaere, K easey-M cGuinnessand Ooghe-Joos-DeV oscontain
different variablesfor failure predictions one, two and three years prior
to falure. These models are re-estimated on the basis of the
corresponding re-estimation samples, being the samples 1, 2 and 3 ypf.
In addition, the Zavgren model, which uses the same variables but
different coefficients for failure prediction one, two and three years
prior to failure, is re-estimated on the basis of these three samples. On
the other hand, the models that make no distinction between failure
prediction one, two and three years prior to failure—being Altman,
Bilderbeek, and Gloubos-Grammatikos di scriminant and logit—usethe
same variables and coefficientsindependent of the year prior tofailure.
They only have “genera” coefficients and hence are re-estimated on a
“genera” sample(i.e., “total sample” in table 4), which is composed of
all annual accountsin the 1 ypf, 2 ypf and 3 ypf samples.

The validation samples of failing and non-failing annual accounts
are taken in much the same way as the re-estimation samples. As with
the re-estimati on sampl es, the number of non-failing annual accountsis
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TABLES5. Number of Failing and Non-failing Annual Accountsin the Validation

Samples
Failing Non-failing Tota
Sample 1 ypf 738 9,943 10,681
Sample 2 ypf 2,445 9,391 11,836
Sample 3 ypf 2,653 8,987 11,640

much too large to be able to use the statistical program. Again, this
large number of non-failing annual accounts must be reduced: about
20% of the non-failing annual accounts are selected randomly. In
addition, al annual accountsthat have not been deposited are excluded
fromthe validation samples. Again, thisreducesthe original number of
failingannual accountsinthe sample 1 ypf significantly. Table5reports
the number of failing and non-failing annual accountsin the 1 ypf, 2 ypf
and 3 ypf validation samples after the elimination of non-available
annual accounts.

Onthebasisof each annual account in the re-estimation samples, we
calculatearangeof variablesor ratios(i.e., variables X 1 to X 40 referred
tointables 2 to 8 in the appendix) to re-estimate the coefficients of the
models. On the other hand, on the basis of each annual account in the
validation samples, we compute a (logit or discriminant) score for each
model to determine the model performance. Here, it is important to
mention the influence of invalid observations, both in the re-estimation
and in the validation process.

Firstly, adetailed examination of the data concerning the variables
reveal safrequent occurrence of invalid variabl es, caused by zero values
in the denominators of the variables. Thisis particularly the caseif the
denominator of a variable contains sales or inventories. According to
Belgian accounting law, approximately half of the small companies,
publishing their results in an abbreviated form, only state their gross
margin as they are not obliged to publish sales and operating costs.
Furthermore, some types of companies (for example service firms)
simply do not have inventories. Asaresult, when re-estimating each of
the models, a certain percentage of the annual accounts in the
re-estimation samplesshow invalid observationsfor somevariables, and
hence cannot be used. Table 6 gives an overview of the percentage of
annual accounts that could be used for the re-estimation of each of the



Application of Failure Prediction Models 49

TABLE 6. Number and Percentage of the Valid Annual Accounts inthe
Re-estimation Samples

Model Y ear before failure Number Percentage*
Altman 31,235 98.9
Bilderbeek 14,292 45.3
Ooghe-Verbaere 1 ypf 9,755 98.1
2 ypf 4,805 43.7
3 ypf 10,192 95.8
Zavgren 1 ypf 2,620 26.4
2 ypf 3,122 28.4
3 ypf 3,112 29.3
Gloubos-Grammatikos logit 31,504 99.8
discriminant 31,132 98.6
K easey-McGuinness 1 ypf 4,064 40.9
2 ypf 4,966 451
3ypf 4,615 434
Ooghe-Joos-De Vos 1 ypf 9,703 97.6
3 ypf 10,594 99.6

Note: *Percentage of the total number after elimination of the non-available annual
accounts (seetable 4).

models. For example, when re-estimating the Zavgren model, less than
30% of the annual accounts can be used, because the model uses ratios
containing sales and inventories in their denominator. Furthermore,
when re-estimating other models with ratios containing “ sales’ in their
denominator (Bilderbeek, Ooghe-Verbaere 2 ypf, and Keasey-
McGuinness), lessthan 50% of the annual accountsin the re-estimation
samples can be used.

In this respect, we should bear in mind that, as the models use
different variables, they are not re-estimated on the basis of the same
samples of annual accounts. However, this causes no problems for the
re-estimation process, becauseit isour aimto cal cul ate the re-estimated
coefficients for each of the models as precisely as possible.
Consequently, we want to include as many annual accounts as possible
for each individual model.

Secondly, detailed analysis of the dataon thelogit and discriminant
scores aso reveals the presence of invalid scores, caused by invalid
variables. However, when validating the modelsit isimportant that the
performance results are based on the same samples of annual accounts,
asit is our aim to compare the results of the different models on an
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equal basis. Consequently, al annual accounts that show an invalid
score for at least one model are excluded from the validation samples.
Only the annual accounts that have valid scores for each model are
selected. Table 7 reports the number of annual accountsthat arefinally
included in the validation sample.

V. Resultsand Interpretation

This section discusses the validation results of the different failure
prediction model s on the dataset of Belgian companies. Section A gives
some preliminary remarks on the signs of the coefficients of the
variables. As an illustration, table 9 in the appendix shows the
validation results obtained by the authors of the modelsin their original
studies. The performance results of the different models using the
re-estimated coefficients are reported in section B. We discussthetype
I, type Il, and unweighted error rates corresponding to the optimal
cut-off pointsof themodel s, and we cal cul ate Gini-coefficients. Weal so
give a graphical illustration of the results by means of trade-off
functions. Finally, in section C, we give some possi ble explanationsfor
the performance results.

A. Preliminary Remarks on the Sgns of the Re-estimated Coefficients

The failure prediction models are re-estimated using the re-estimation
samples and are attributed new coefficients and new optimal cut-off
points. These new coefficients and cut-off points are reported in tables
2to 8in the appendix. A detailed analysis of the signs of the original
and the new coefficients reveals that some of these signs do not
correspond to expectations. In the following original models, some
variableshave counter-intuitive coefficients: variablesX6 and X5inthe
Bilderbeek model (seetable 3); variables X19, X21, X6 and X22 inthe
Zavgren model (see table 5); variables X23 and X11 in the Gloubos-
Grammatikos model (seetable 6); variables X4 and X18 inthe Keasey-
McGuinness model (seetable 7).

On the other hand, the following re-estimated models also have
unexpected coefficientsfor certainvariables: variablesX 1and X5inthe
Altman model (see table 2); variables X6, X7, X8 and X2 in the
Bilderbeek model (see table 3); variables X9 and X14 in the 3 ypf
Ooghe-Verbaere model (see table 4); variables X 19 (2 ypf and 3 ypf),
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X21 (1 ypf), X6 (1 ypf and 2 ypf), X22 and X5 in the Zavgren model
(see table 5); variables X26 (1 ypf), X18 and X5 in the Keasey-
McGuinness model (seetable 7); and, finaly, variables X32 and X40
in the Ooghe-Joos-De Vos model (see table 8).

When making an overview of the variables with counter-intuitive
coefficients, we find that the following models have at least two
coefficients with unexpected signs and significant values of at least
0,001: Altman, Bilderbeek, Ooghe-Verbaere 3 ypf, Zavgren 1 ypf, and
Ooghe-Joos-De Vos 3 ypf.2 On the other hand, all coefficients in the
Gloubos-Grammatikos discriminant and logit models and in Keasey-
McGuinness 1 and 2 ypf have the expected, intuitive sign or have a
value of 0,000.

The multivariate contexts in which the models are estimated allows
for these unexpected signs. When we estimate the coefficients with the
linear discriminant or logistic regression technique, we simply
determine the combination that statisticaly offers the optimal
classification of failing and non-failing firms. The coefficients can not
be interpreted as the relative importance of the variables. As the
variables may be highly correlated, the modelsare difficult to interpret.
Moreover, due to the multivariate context, the (positive or negative)
influence of some variables may counterbalanced by the (negative or
positive) influence of other variables. Also, if the original estimation
samples or the re-estimation samplesin this study include any extreme
ratio values for firms that are not representative for the firm”s true
situation concerning failure/non-failure, the coefficients of those
variables with extreme values may be biased.’

On the other hand, firm size and industry concentration may be a
possi bl e explanation to the unexpected signs. For example, thevariable
sales/total assets has an unexpected negative sign in the re-estimated
Altman and Zavgren models. This negative sign may possibly be
explained by the fact that the re-estimation sample of failing companies
used in this study contains a very high concentration of (small)

8. In this study, only the coefficients with an absolute value of more than 0.001 are
considered to be significant and to have a significant impact on the final model score.

9. Inthisrespect, extreme ratio values may also influence the classification accuracy
of the models. When trying to classify afirm with an extreme ratio value, the wrong signal
provided by the non-representativeratio may counterbalance and even overwhel m the correct
signals by the other ratios, which may result in an incorrect classification of the firm by the
model (Moses and Liao [1987]).
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Ficure 2—Trade-off Functions of the models 1 Y ear Prior to Failure
(re-estimated Coefficients).

companies fromindustries like restaurants and catering, wholesale and
retail withtraditionally high sales. Thehigher the saleg/total assetsratio,
the more likely the firm belongs to an industry with a high failure rate
and hence, the worse the financial situation.

B. Performance Results

The validation results of the model swith their re-estimated coefficients
are shown in table 8. The best-performing models are indicated in bold
letters, while the worst-performing models are printed initalic. Firstly,
table 8 reports the type I, type Il and unweighted error rates
corresponding to the new optimal cut-off points of the models. Besides
the unweighted error rate, the Gini-coefficient isalso used to assessthe
fit of themodels. Theanalysisof the unweighted error rates on one hand
and the Gini-coefficients on the other hand generally leads to the same
conclusions: we notice only small differences in the rankings of the
performance results of the models. Finally, we plot the trade-off
functionsof themodels 1, 2 and 3 ypf using the re-estimated coefficients
infigures 2, 3and 4.

The performance results of the models one year prior to failure
indi cate K easey-M cGuinness asthe best performing model. Inaddition,
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Ficure 3.—Trade-off Functions of the Models 2 Y ears Prior to
Failure (Re-estimated Coefficients).

Ooghe-Joos-DeV os, Gloubos-Grammati kosdi scriminant, and Gloubos-
Gramatikos logit revea very small unweighted error rates. Figure 2
concerning the short-term 1 ypf model s also indicatesthese four models
as the ones with the best predictive abilities. On the contrary, the
Bilderbeek and Altman models seem to perform worst: they show the
highest error rates, the lowest Gini-coefficients and trade-off functions
that are located very far from the axes. The Bilderbeek model even has
anegative Gini-coefficient, which meansthat the model classifies most
companies falsely.

With respect to the models two years prior to failure, Gloubos-
Grammatikos discriminant performs best, followed closely by Keasey-
McGuinness and Gloubos-Grammatikos logit. Similarly, figure 3
indicates Gloubos-Grammatikos discriminant and logit and Keasey-
M cGuinness as the best-performing 2 ypf models. Furthermore, just as
in the short term case, Bilderbeek and Altman are the worst failure
prediction models.

Examination of the performance results of the models three years
prior to failure and the trade-off functions in figure 4, reveas that the
Zavgren and the Gloubos-Grammatikos discriminant models are the
ones that perform best with respect to long term failure prediction.
Again, Bilderbeek and Altman clearly are the worst failure predictors.

The validation results 1, 2 and 3 ypf indicate that some models are
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widely usable: they can be applied to new data sets with a high
predictive performance. At the same time, the Altman and Bilderbeek
model s show very poor resultswhen applied to the new Bel gian dataset.

When taking a closer look at the performance resultsin table 8 and
the trade-off functions, a couple of additional remarks can be made.

Firstly, it is noteworthy that if the term of the failure prediction is
longer, the average unweighted error rate of the modelsincreases, and
the average Gini-coefficient decreases: the average UER of the short
term models is significantly lower than the average UER of the 2 ypf
and 3 ypf models. This finding is not surprising, as it is generally
believed that it is easier to predict failure, and hence discriminate
between failing and non-failing companiesin the short term.'° Specific
features of failing companies are less pronounced three years before
failure than they are one year before failure.

Secondly, when analyzing the general distribution of the trade-off
functions it is immediately apparent that the performance differences
depend on the term of failure prediction. The difference between the
trade-off functions of the best and the worst performing short term (1

10. Theoriginal Altman (1968) study and virtually every study sincethen has shown that
itis easier to predict failure as the failure data approaches.
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ypf) modelsis extremely large. The performance differences for the 2
ypf models are significantly smaller and, finally, the long term (3 ypf)
models reveal the smallest performance differences. Consequently, if
the term of failure prediction islonger, it seemsto be more difficult to
make a distinction between good and bad performing models.

C. Possible Explanations

This section will analyze which factors explain why some models seem
to be widely applicable, while others don't. As mentioned earlier,
applying the re-estimated coefficients when validating the models
alows usto eliminate the impact of the original coefficients on model
performance. If we would apply the origina coefficients, a bad
performance result could simply be caused by model coefficients that
fail to capture the true relationship between the independent variables
and the failure of Belgian companies (even if the model includes the
“right” variables and is based on the “right” modeling technique).
Nevertheless, there are still several possible explanatory factorsfor the
individual model performances. First of all, wewill analyze the type of
variablesincluded inthe model sand try to indicate those common types
of variables leading to the highest prediction accuracies. Secondly, we
will take a closer ook at some possible explanatory factors related to
themodel construction: (1) the estimation technique, (2) the complexity
of the variables, and (3) the number of variables.

The conclusionsreported in this section should, however, betreated
with care. Thisstudy concernsonly alimited number of models, which
makesitimpossibletoreachany generally valid conclusions. Moreover,
onthe basisof thisstudy, it isimpossibleto gain aclear insight into the
real impact of thesefactors, because many different explanatory factors
may interact and may influence each other. Clear statementsconcerning
the real explanatory power of a certain factor requires a thorough
investigation of many different models and systematic comparisons
holding all other factors constant.

Type of Variables

First, it seems that both bad performing models—Altman and
Bilderbeek—include the variables (“accumulated profits or losses’ +
retained earnings)/total assets' and “saleg/total assets’. Nevertheless,
thesevariablesdo not seemto beanimportant explanatory factor for the
poor predictive abilitiesof the models. The“ sales/total assets’ variable
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is aso present in the good performing Zavgren model and the good
performing Ooghe-Joos-De Vos model also contains a variable very
similar to the “accumulated profits and losses’ variable.

On the other hand, when taking acloser 1ook at the good performing
model s, there seem to be some common types of variables. On aterm of
three years, variables concerning the cash-liquidity situation of the
company play an important role, besides variables concerning the debt
situation and concerning gross return. On a term of two years, the
models that are widely usable appear to include working capita
variables, besides variabl es concerning thelong term debt situation and
grossand net return. Finally, good performing short term (1 ypf) failure
models seem to include working capital and debt variables, besides
gross return variables and variables concerning short term obligations
(taxes, social security debts and short term financial debts).

When determining the common types of variables, we should keep
in mind that the multivariate context in which the variables are used,
probably is of great importance. The combination of variables may be
the most important explanation for the model performances. In this
respect, the overall good performance of the Gloubos-Grammatokos
logit and discriminant models may be explained by the combination of
the variables X1, X24 and X11, which are respectively a working
capital variable, along term debt variable and a gross return variable.
On the other hand, the poor performance of the Altman model may be
explained by the fact that the combination of some strong failure
indicators (aworking capital variable, agrossreturn variable and adebt
situation variable) is counterbalanced by the impact of the poor
indicator “saleg/total assets’, which is also included in the model.

Finally, when looking at the overview of the coefficients with
counter-intuitive signs, there appearsto be astrong associ ation between
the presence of intuitive signs and good performance results on the
Belgian data set. All variables in the models that perform best (i.e.,
Gloubos-Grammatikos discriminant 1, 2 and 3 ypf; Gloubos
Grammatikoslogit 1 ypf and 2 ypf; Keasey-McGuinness 1 ypf and 2ypf)
seem to have a coefficient with the expected, intuitive sign (or with a
value of 0.000). On the other hand, the models with the worst accuracy
rate seem to have many coefficients with counter-intuitive signs. This
finding makes a strong case for using the predictor variables “in the
right sense”, instead of statistically building modelsthat seemto fit the
data but neglect “wrong” coefficient signs.

In this respect, an important point to bear in mind is that the choice
of the variables in the models is determined by the original estimation
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samples that were used. There is little doubt that the industry
concentration, the size class concentration, the definition of failure and
the time period of the data in the original estimation samples and the
socia-cultural and legidative characteristics of the country of origin
have an important impact on the chosen combination of certain types of
variables and therefore could possibly explain the poor or good
predictive performances of the models on the new dataset of Belgian
companies. At first sight, the industry concentration appears to be an
important explanatory factor. For example, the fact that both worst
performing models were developed on a sample of (mainly) industria
companies might partly explain why these model s perform badly on the
Belgian sample, which is characterized by ahigh concentration of trade
firms (i.e., wholesale and retail firms) and service companies. Besides
the industry concentration, the time frame of the estimation sample
seemsto berelated to model performance. Both worst model s—Altman
and Bilderbeek—are estimated much earlier than the other models and
use much older data. On the contrary, the influence of size class seems
to berather limited. Not only the poorly performing Altman model, but
a so the good performing Zavgren and K easey-M cGuinness modelsare
estimated on asampl e of large companies. Likewise, an examination of
the definitions of failure used for the development of the models,
reveals no remarkabl e differences. Finally, although we expected that
the performance results of the models would be related to the
socia-cultural and legidative characteristics of the country of origin,
this study reveals no significant association. The best performing
models are models from Greece, the U.K., Belgium and the U.S.A.

Construction of the Model

First, based on this study, we might argue that the estimation technique
(i.e., discriminant or | ogi stic regression) doesnot haveamajor influence
on model performance. Although the worst-performing
models—Altman and Bilderbeek—both are estimated using linear
discriminant anaysis, also the widely usable Gloubos-Gramatikos
discriminant model is based on this technique. On the other hand, al
models that can easily be used on the Belgian data set are based on
logistic regression.

Second, when analyzing the complexity of the variablesincludedin
the various models, it appears that Altman and Bilderbeek—the
worst-performing models—only include very simple variables, which
can be calculated with a small number of annual account items. On the
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other hand, also good performing models, like the 1 ypf Keasey-
McGuinness model and the 3 ypf Zavgren model, exclusively use very
simplevariables. Consequently, thecomplexity of thevariablesdoesnot
seem to be an explanatory factor for model performance.

Third, the number of variables does not seem to have an important
impact on the model performance. The worst performing Altman and
Bilderbeek models consist of five variables. If wetakealook at the best
performing models one year prior to failure, it seems that some of the
model s are composed of five variables or more (Gloubos-Grammatikos
discriminant has five variables and Ooghe-Joos-De V os contains eight
items), while Keasey-McGuinness and Gloubos-Grammatikos logit
contain only three variables. Also for failure prediction two and three
years prior to failure, the number of variables does not appear to be of
great importance.

V1. Summary and Conclusions

By examining the validity of arange of eight failure prediction models
on adataset of Belgian company accounts, the aim of this study wasto
answer the question whether failure prediction models can be widely
transferred and applied to other data sets of company accounts. The
failure prediction models first were re-estimated over the Belgian
dataset, which allowed determining whether the performances are the
result of the choice of variables and/or of the applied modeling
technique. The predictive abilities of the models were assessed on the
basis of several performance indicators: the type I, type Il and
unweighted error rates (UER) and the Gini-coefficients. Finaly, the
trade-off functions provided a graphical presentation of the results.
Thevalidationresultsindicated that some model sarewidely usabl e;
they can be applied to a data set totally different from the original
estimation sample with a high predictive performance. More in
particular, oneyear prior to failure, Keasey-M cGuinness, Ooghe-Joos-
De Vos, and both Gloubos-Grammatikos models (discriminant and
logit) performed best. Twoyearsprior tofailure, Gloubos-Grammatikos
discriminant performed best, followed closely by K easey-M cGuinness
and Gloubos-Grammatikos logit. Finally, Zavgren and the Gloubos-
Grammatikos discriminant model had the best predictive performances
threeyearsprior tofailure. Overall, Gloubos-Grammatikosdi scriminant
showed good predictiveresultsonthe Belgian dataset. At thesametime,
the Altman and Bilderbeek model s presented very poor results. they are
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not widely usable.

In search for possible explanations for these findings, we first
examined the type of variables included in the models and tried to
indicate those common types of variables leading to the highest
prediction accuracy. On the basis of the study, it appeared that the
combination of some types of variables generaly leads to good
predictive results. One year prior to failure, working capital and debt
variables together with grossreturn variables and variables concerning
short term obligations seemed to lead to accurate failure predictions.
Good failure prediction models two years prior to failure appeared to
include working capital variables along with variables on thelong term
debt situation and gross and net return variables. Finally, on aterm of
3 years, variables concerning the cash-liquidity situation, gross return
and the debt situation played an important role. This study also gave an
indication that theway inwhich the variablesare combined may explain
whether a failure prediction model can be widely used or not. The
combination of variables may be the most important explanation for
model performances. Also, it seemed that model sthat arewidely usable
combine their variablesin the “intuitively right sense’.

Besides the choice of variables, we aso took a closer ook at some
possible explanatory factors related to the model construction, but the
estimation technique and the complexity and number of variables did
not seem to explain the performance resuilts.

The basic conclusion of thisstudy isthat businessfailure prediction
models that are the result of adiversified combination of several types
of variables, usedintheintuitively right sense, seemto bewidely usable
on new data sets of firms. This makes a strong case for building
“common sense” or “intuitive” failure prediction models, instead of
statistically constructing models that have a limited use. A similar
conclusion was reported by Moses and Liao (1987).

The conclusions concerning the impact of the possible explanatory
factors should, however, be treated with care. Firstly, this study
concerns only alimited number of models, which makesit impossible
to reach any generally valid conclusions concerning the common
predictor variables, the estimation technique and the complexity and
number of variablesinthe model sthat can bewidely used. Secondly, on
the basis of this study, it isimpossible to gain a clear insight into the
real impact of thesefactors, because many different explanatory factors
may interact and may influence each other. Further research involving
amore extended list of models, systematic comparisons of explanatory
factors and other new data sets (i.e,. from other countries) is required.
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