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Risk management has undergone a remarkable transformation over the past
fifteen years, with most new methods having been designed for the concerns of
large institutions operating in well-developed financial markets. This paper
addresses a problem faced by smaller institutions operating in emerging
markets, namely the significant lack of data. As many risk management
techniques are data intensive, this problem may seem insurmountable. This
paper introduces a new method, enriched historical simulation, which
supplements the data in an emerging market with data from other markets. The
principle behind this methodology is that when many markets are considered,
the essence of emerging market economies comes to the fore, with local
idiosyncrasies being washed out. This principle is illustrated on the problem of
estimating Value-at-Risk on the Cyprus and Athens Stock Exchanges.
Numerical tests show that standard models underestimate risks, but that
estimates are improved significantly with the use of external data (JEL: C10,
C80, G10, G15).
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I. Introduction

Emerging markets present unique challenges for the design and
implementation of risk management systems. There are many reasons
why the time is ripe to study these challenges. The first is globalization
and the fact that local economies are gradually integrating with more
developed, highly competitive markets. The second is that the
methodologies for risk management (and in particular market risk
management) are at a stage where they are well developed and
understood in advanced markets; the peculiarities of emerging markets
can perhaps be understood as perturbations of these common models.
The third is the adoption of the internal models approach for measuring
market risk by the Basel Committee on Risk Management of the Bank
for International Settlements. Emerging market banks face a substantial
competitive disadvantage if they are forced to continue using the
standardized approach. Finally, in emerging markets risk management
is being developed concurrently with the financial system as a whole.
This is in contrast to the situation in more developed economies where
financial markets developed over time, and were quite advanced before
risk management became a hot topic. It makes the study of risk
management in such environments vital, as these economies try to “hit
the ground running”.

A. The State of Risk Management in Emerging Markets

Risk managers in emerging markets face a number of challenges that do
not present themselves to their colleagues in more developed
economies. The first and most apparent is the often chaotic state of the
local economy. The second is the short history of these markets. This
has a number of significant consequences. One is the relative novelty of
financial markets (both to institutions and households; this can be a
major cause of speculative bubbles). Another problem, equally
important from a risk management point of view, is that there is a
startling scarcity of available data. Often, the institutional mechanisms
that lead to the plethora of data in advanced markets do not exist (e.g.
derivatives exchanges, secondary markets, and even regular auctions of
a standard set of government bonds). Furthermore, those data that are
available are contaminated for many reasons. Since many emerging
markets have gone through some period of crisis, the history of local
financial variables is of questionable value in calibrating mathematical
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1. In this paper, all stock exchange values are plotted in log-scale.

models for assessing future risks. Any current price data that are
available must be viewed in light of the low volumes and liquidity of
local markets. All of these factors lead to tremendous difficulties for
risk management. 

Emerging markets often bear significant liquidity risk. During
periods of business as usual, volumes on the exchange are often
extremely low, while during unusual periods volumes are extremely
high. The monthly volumes and the level of the Cyprus Stock Exchange
are presented in figure 1.1 Institutional restrictions frequently prohibit
short-selling, and it is unlikely to have a liquid derivatives market, or
even a secondary market for instruments such as government bonds.
Further evidence of the impressive illiquidity in some emerging markets
is provided by the presence of large transactions costs. Figure 2 shows
the average bid-ask spreads for both the Cypriot FTSE 20 and the
German DAX 30 stock indices during the period 4/1/1999 to
29/12/2000. This figure illustrates that transactions costs in emerging
markets can be dramatically greater than in developed markets, even
during periods of business as usual. This situation is only exacerbated
during times of crisis. 

It is impossible to arrive at a completely satisfactory solution to the
problems posed by the absence of data in emerging markets. There is no
way to develop and calibrate a theoretically consistent model using the
limited resources available while taking into account all of the (often
significant) idiosyncrasies of the local market. In such an environment
there is no choice but to attempt to develop methods that are intuitively
plausible and effective in practice, both in historical tests and in the
current market. This is the approach taken in this paper.

The main novelty in this paper is the use of data from other
emerging markets, referred to as enriched historical simulation (EHS),
to supplement risk management calculations in the local market. This
approach is illustrated on the problem of calculating Value-at-Risk on
the Cypriot and Greek stock exchanges. The justification for this
method is that emerging markets share many common properties, as
discussed above, and that when many of them are considered, local
idiosyncrasies are dwarfed by the influence of these common factors.
Therefore, data from other markets, while seemingly unrelated to the
local market, may carry important information that is relevant to risk
management. It should be noted that using foreign markets’ experiences
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2. This should in no way be interpreted as an endorsement of VaR as an ideal (or even
adequate) risk measure on the part of the authors. Rather, this measure is used in the current
work due to its standing as a benchmark in financial risk management, and because of its
practical importance in light of current regulations. Some of the (many) shortcomings of VaR
along with some alternatives are discussed briefly later in the paper.

FIGURE 1.— Level and Monthly Volumes of the CSE Index

as possible scenarios for the local market in a stress testing framework
has already been suggested by Dembo et al. (2000).

This paper discusses two methodological issues in emerging
markets. The first is the best method for estimating the standard risk
measure Value-at-Risk (VaR)  (see, for example, Jorion ([2000]).2 The
second is how to address problems arising from the lack of data. The
proposed method is to use data from other emerging markets to
supplement the data in the local market for the purpose of scenario
generation. The inclusion of data from many other emerging markets
highlights the commonalities that exist between these markets, while
local idiosyncrasies have less effect. Ultimately, the test of any scenario
generation methodology is how well it performs in practice. This paper
presents extensive tests of the proposed methodology on the stock
exchanges of both Cyprus (a less developed market) and Athens (a more
developed market).

In the present study, the focus is on the perspective of a local
investor, with substantial (perhaps all) of its investment in the emerging
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FIGURE 2. — Bid-ask Spreads for Cypriot and German Capital
Markets

market. Consequently, considerations such as currency risk, which
would play an important role in the risk management of, for example,
a global emerging markets fund, are ignored in this study. In many
developing markets (as was the case with Cyprus for the period of this
study), there are strict controls on the amount of a portfolio that can be
held outside the country. Investors are therefore forced to concentrate
on the local market and its constituent risks. This motivates the focus of
the current paper.

The remainder of the paper is structured as follows. The second
section outlines the statistical models of returns that are used throughout
the paper. The third section presents a statistical analysis of the history
of the Cyprus and Athens Stock Exchanges. The fourth section
discusses risk measurement in general, and in particular the industry
standard measure Value-at-Risk. The fifth section discusses
methodologies for scenario generation and VaR estimation, focusing on
the new method of enriched historical simulation (i.e. on the use of data
available from other markets for the purpose of risk measurement). The
sixth section presents the results of back-testing our methodology on the
Cyprus and Athens Stock Exchanges. The seventh section reviews the
results and presents general conclusions. 
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3. The EWMA model is a GARCH(1,1) with ω = 0, β = λ and α = 1– β. It has the
advantage that there is only one parameter which can be easily estimated using Ordinary Least
Squares (OLS) by minimizing the squared deviation of the model variance from the
unexpected squared returns, i.e:
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II. Statistical Methodology

This section presents the basic statistical models of returns that will be
employed throughout the rest of the paper. The return between time t –
1 and time t is defined to be:
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where St is the closing level of the index at time t. The methodologies
that will be used can be divided into two categories: parametric and
non-parametric. Effectively, these methodologies correspond to the two
general models considered below.

A. Parametric Models

A general specification for the returns is given by:

rt = μt + σtgt

where, conditional on the information up to time t, μt and σt are the
expected return and standard deviation of returns respectively, and εt are
i.i.d. random shocks.

The Exponentially Weighted Moving Average (EWMA) and the
Generalized Autoregressive Conditionally Heteroskedastic
(GARCH(1,1)) models are the most common models of this class.

EWMA: σ2
t = λσ2

t–1 + (1 – λ)(rt–1 – μt–1)
2

GARCH(1,1): σ2
t = ω + α (rt–1 – μt–1)

2 +βσ2
t–1

EWMA is just a special case of GARCH and is also known as
Integrated-GARCH or IGARCH.3 Statistical tests and parameter
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current volatility is given by the absolute value of the spot unexpected return. Moreover, this
estimation technique, being a non-parametric one, does not require the shocks εt to be
normally distributed. As a result, the normality test of the standardized returns is not an
appropriate diagnostic to test the validity of the model. A better way to estimate the
parameters of both of the models is to use Maximum Likelihood Estimation (MLE), which
is consistent with the GARCH model and can be easily tested. Assuming the εt are i.i.d.
standard normal random variables, the distribution of the return rt conditional on the
information up to and including time t – 1 is normal with mean µt and standard deviation σt.
Therefore, using the conditional densities we can construct the likelihood function and
estimate the parameters. The GARCH method is estimated using maximum likelihood and
setting µt = 0. For more details see the technical report by Nerouppos et al. (2002).

4. This can be achieved by taking µ  = 0 and σ = 0 so that rt = εt.

estimates for the above models are based on the assumption that the
shocks et are i.i.d. standard normal random variables. 

For the purposes of this paper, it is assumed that the expected return
at all times is zero, i.e. µt = 0 for all t. This assumption is common in
many market risk calculations and over small time horizons, such as
those considered in this paper, is not significant.

B. Non-Parametric Models

In these models, the returns are assumed to be independently and
identically distributed (i.i.d.).4 At time t, returns are simulated based on
a discrete probability distribution Pt on a set of possible outcomes Ωt.
The method for determining the possible returns Ωt and the
corresponding probabilities Pt is what distinguishes each method in this
class. Examples of models in this class include straightforward
historical simulation, the weighted historical simulation algorithm of
Boudoukh et al. (1998) and the enriched historical simulation method
introduced in this paper.

III. Statistical Analysis of Emerging Market Exchanges

By a “bubble” we mean a particular pattern that often appears in
emerging markets, when financial variables deviate for a prolonged time
from their equilibrium values. The following sequence of market
regimes is typical: The Calm Before the Storm: An initial period of low
volumes and low volatility, when very few investors have entered the
market; The Upswing: A period of rapid growth where many investors,
both individual and institutional, enter the market. This period is marked
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FIGURE 3. — The Periods of the Speculative Bubble of the CSE

by high volumes and a rapid growth in the level of the general market
index; The Crash: The euphoria subsides, as investors realize that the
securities traded on the market are overvalued. Panic selling ensues, and
the market plummets back towards its initial level; The Calm After the
Storm: Volumes and volatility reduce as investors are once bitten, twice
shy. Unfortunately, this stage is often the calm before the next storm.

The second and third of these stages will sometimes be grouped
under the heading “the storm”. The typical stages are illustrated in
figure 3. Speculative bubbles are a remarkable phenomenon of mass
psychology. While it is not the purpose of this paper to address this
directly, we point out the interesting work of MacKay (1995–first
published in 1852) and Shiller (2000).

The Cyprus Stock Exchange (CSE) started operating on 29/3/1996
and its history can be best explained when divided into three periods.
The first period was characterized by low investor interest, thus low
volumes, particularly low volatility and persistence of the CSE General
Index around the initial level of 100. The first period was followed by
a typical speculative bubble, when interest in investment became
substantial. It took less than one and a half years for the bubble to burst.
The after-bubble period dropped the General Index back to the initial
level. It was substantially less volatile than the second period, while at
the same time significantly more volatile than the first. The complete
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5. In the graphs displaying histories of indices, monthly volatilities are calculated using

the historical estimate where ( )
24
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6. Normality was also tested visually using QQ-plots and histograms with fitted normal
distributions, but these figures are not shown here.

FIGURE 4. — Level and Volatility of the CSE Index

 history of the CSE General Index is shown in figure 4, together with the
period division and the monthly volatilities.5 The three periods are
defined as: Period One: 29/3/1996 – 30/6/1999 (The Calm Before the
Storm), Period Two: 1/7/1999 – 31/10/2000 (The Storm), Period Three:
1/11/2000 – 23/11/2001 (The Calm After the Storm). Of course, this
division is based on a posteriori knowledge about the presence of the
bubble. This knowledge is used only to test the models under different
stock market regimes. It is not used in any way in developing the
models.

The descriptive statistics of the daily returns on the CSE index both
for the entire history as well as the three periods separately are
presented in table 1. The assumption of unconditional normality is
soundly rejected by statistical tests.6 Note particularly the positive
skewness and high excess kurtosis; these will make it more difficult to
efficiently measure risk. Furthermore, note that the behavior of the CSE
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seems to be significantly different during the different periods. This
highlights the importance of including periods of financial turmoil in the
testing period of any VaR methodology.

Next, conditional normality of the returns is tested through the
estimation of the two parametric models, namely EWMA and
GARCH(1,1). These have been estimated for the CSE General Index
using the entire history of returns as well as the series of the three
periods separately. Parameter estimates are shown in table 2. Beginning
with the GARCH(1,1) parameters, note that the volatility is highly
persistent (indicated by high β) during period two while in periods one
and three persistence is lower, but still relatively high. The long-run
volatility is given by:

1

ωσ
α β∞ =

− −

For period two, σ4 is very high, around 4.75%, while the volatilities for
all the other periods (one, three and the entire history) imply a much
lower long-run volatility, less than 2.5%. This observation signifies the
importance of modeling volatility changes for proper risk management
in emerging markets.

The decay factor (λ) of the EWMA model was estimated using both
 the method of maximum likelihood (MLE) and ordinary least squares
(OLS). OLS was used in RiskMetrics’ specification and it involves no
parametric assumptions on the distribution of the residuals. However,
observe that the maximum likelihood method is consistent with
RiskMetrics’ methodology, where VaR is estimated by assuming
conditional normality. Comparing the two sets of estimates, observe that
the difference between the two is larger the greater the departure from
the normality assumption, as should be expected. For example, the
returns in period three are relatively close to being normal and the two
estimates are correspondingly close. For the entire series, the OLS
estimate is very close to 0.94, which is the value that RiskMetrics
considers typical for emerging markets. The maximum likelihood
estimate converges to a value slightly less than 0.9 and in this way gives
much more weight to the realized returns and assumes less persistence
in the volatility. The qualitative difference in the estimates of volatility
persistence in the GARCH and EWMA models is also significant. For
GARCH, persistence is highest in period two, while for EWMA this is
when it is lowest.
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TABLE 5. Ljung-Box Statistic (lag 30) for CSE General Index

LB 1* LB 2** LB 3***  

All 260.9 455.21 34.966 
(0.0%) (0.0%) (24.33%)

Period 1 104.6 387.56 32.774
(0.0%) (0.0%) (33.24%)

Period 2 100.3 68.698 31.163
(0.0%) (0.07%) (40.74%)

Period 3 48.98 80.944 27.209
(1.57%) (0.0%) (84.11%)

Note: * Standardized Returns: rt/σt. ** Squared Returns: r2
t . *** Squared Standardized

Returns: r2
t /σ2

t .

The time series of the parameter estimates are shown in figure 6 in
appendix A. This figure shows how long it takes for the estimates to
converge to their equilibrium values. After one year the decay factor of
the EWMA model converges to equilibrium (around 0.9); the
GARCH(1,1) parameters converge to their long-run values after three
years. 

Table 3 shows the descriptive statistics and normality tests of the
residuals for the entire history and the three period estimations for the
EWMA model. While the residuals of the first and the second period as
well as the residuals of the entire history easily reject the assumption of
conditional normality, the EWMA model seems to be able to fit the
period three data relatively well. During periods of business as usual,
this model is probably able to function effectively in capturing the risk.
However, it dramatically fails to do so during periods of financial
turmoil.

Considering the residuals of the GARCH(1,1) model for the entire
history as well as the three periods separately leads to the conclusion
that this model is only able to explain the price movements during
normal periods, as was the case for the EWMA model. However, due to
the more general specification of the GARCH(1,1) model it can cope
better than the EWMA model during crisis periods.

Finally, we apply Ljung-Box tests in order to see how much of the
autocorrelation is explained by the GARCH(1,1) model. LB1 and LB2
test whether there is any autocorrelation within the standardized and the
squared returns respectively, while LB3 tests whether the GARCH
model manages to adequately describe the volatility process. From the
results of table 5 it follows that the GARCH(1,1) model manages to
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describe the volatility of each subperiod. However, the models do not
eliminate the autocorrelation within the standardized returns. 

A. Statistical Analysis of the Athens Stock Exchange

In this section the statistical analysis is repeated for the case of the more
developed Athens Stock Exchange (ASE). The ASE started operating
on 3/1/1988 and its history can be separated into four periods, with two
bubbles taking place. The first period was characterized by low
volatility and a persistence of the index around the initial level,
followed by a small positive trend in the level. The first period was
followed by a rise of the index (first bubble), reaching the level of 715
(5/7/1990) and then slowly decaying to the level of 400. The following
four years were a relatively quiet period when the ASE General Index
remained around the level of 400 with rather small volatilities. During
the following period another bubble took place and the General Index
reached the level of 3,360 (17/9/1999). The complete history of the ASE
General Index, together with monthly volatilities, is shown in figure 5.
The four periods are defined as: Period One: 3/1/1988 – 31/8/1998;
Period Two: 1/9/1989 – 3/1/1993; Period Three: 4/1/1993 – 3/1/1997,
Period Four: 4/1/1997 – 18/12/2001.

The ASE returns were analyzed with the same tests as were the CSE
General Index returns. The results are presented in appendix B. The
descriptive statistics of the daily returns for both the entire history and
the periods are shown in table 8. The results show that in no period can
the returns of the index be taken to be normally distributed. The returns
distribution is peaked and has particularly fat tails. Moreover, the
distribution of the returns is not symmetric since the skewness is
significantly different than zero. The normality assumption is tested and
rejected through the empirical distribution and the QQ-plot (not shown
here) as well as the statistics of the empirical distribution, see table 8.

For the EWMA model, maximum likelihood estimation was used
and the results are shown in table 9. The daily estimates of the decay
parameter tend towards the value λ = 0.94, which is also the value
originally used by RiskMetrics, see figure 7. For the GARCH(1,1)
model the estimated parameters are given in table 9. The estimated
parameters for the entire history are converging to values similar to
those obtained for the CSE (ω.0.01, α.0.2, β.0.8). The long-run
volatility for the entire history is relatively high, around 4%. This is
notably higher than the CSE long-run volatility, which is around 2%.
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GARCH parameters converge to equilibrium much more slowly for
Athens (approximately six years) than for Cyprus (approximately three
years). For both indices, the estimate of the EWMA decay factor
converges in about a year. This observation may be relevant for risk
management applications in emerging markets with particularly short
histories.

The normality tests for standardized returns indicate that none of the
periods has conditionally normal returns, see table 10. The Ljung-Box
Statistics imply that the GARCH(1,1) model manages to describe the
volatility for every period. On the other hand, the models do not
eliminate the autocorrelation within the standardized returns, except for
period one, see table 11.

IV. Risk Measurement

This section recalls the definition of Value-at-Risk (VaR), and briefly
discusses its properties as a risk measure. As VaR’s many shortcomings
are notorious, some alternative measures are also presented and
discussed.

VaR is generally defined for a portfolio as the maximum possible
loss over a given time horizon for a prescribed confidence level. Let Πt+τ
denote the value of a portfolio at the horizon T = t + τ, assuming that
today is time t. Then the portfolio Value-at-Risk at the horizon T and the
confidence level α is given by:

( ) [ ]{ },VaR ; sup | 1 .t tPτ τα ξ ξ α+Π = Π ≥ ≤ −

One of the main functions of any financial risk management operation
is to determine the amount of capital that the institution must hold in
order to be reasonably sure of covering its potential losses. Methods for
determining this capital amount are specified by the local regulators,
often following the lead of the Basel Committee on Risk Management
of the Bank for International Settlements. Institutions following the
Basel guidelines may either calculate capital allocation for market risk
using standard formulae provided by the committee, or by calculating
their Value-at-Risk based on internal models (if local regulators accept
the use of internal models, and the bank’s models are tested and
approved). In a regulatory environment where the use of internal models
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is approved (as is the case in all developed markets, but not the case in
many emerging markets, due to the factors discussed in the
introduction), required regulatory capital is determined as a multiple of
the bank’s Value-at-Risk. More precisely, the bank is required to hold
an amount C given by the equation:

( ) ( )( )1, ,max VaR ; , VaR ; ,t tC τ τα κ α−= Π ⋅ Π

where Π is the bank’s portfolio, α = 0.99, τ is ten days, κ is determined
by the performance of the bank’s models in a back-testing experiment,
and:

( ) ( )
1

, ,
60

1
VaR ; VaR ; .

60

t

t i
i t

τ τα α
−

= −

Π = Π∑

The multiplicative factor κ in the above equation is determined by the
number of times that portfolio losses have exceeded the corresponding
99% VaR (using a two week time horizon) over the past two years. It
usually takes the value of three, but it can increase if the number of
exceptions is greater than five, and can rise up to four if the number of
exceptions reaches ten or more during the period. This multiplier can be
viewed as an insurance against model risk or imperfect assessment of
specific risks. Another view of this multiplier is as a safety factor
against non-normal market moves. Regulatory realities, together with
the ease of its use and implementation, have made VaR an industry
standard for risk measurement.

Even though VaR is the industry standard, it suffers from many
serious drawbacks. Of tremendous practical and theoretical importance
is the fact that VaR fails to be subadditive; one can define portfolios Π1

and Π2 such that VaRt,τ(Π1 + Π2;α) > VaRt,τ(Π1;α) + VaRt,τ(Π2;α). In such
a case, VaR fails to reflect the reduction in risk due to diversification
(see Acerbi and Tasche [2002], and Artzner et al. [1999]). In the
language of Artzner et al. (1999) this means that VaR is not a coherent
risk measure. Additionally, (and this is of particular importance in
emerging markets), VaR ignores the magnitude of possible losses
beyond a given threshold. For example, it is easy to see that a reduction
in VaR may simply entail a stretching of a portion of the tail exceeding
VaR. Daníelsson (2002) argues that the use of VaR could actually
exacerbate financial crises. A more thorough critique of the use of VaR
as a risk measure is given by Szegö (2002) (see also the references
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therein).
One of the alternatives to VaR is expected shortfall, which

(assuming that the probability distribution of the portfolio value is
continuous) is simply:

( ) ( ) ( ), ,ES ; VaR ; .t t t t t tE rτ τ τ τα α+ +
⎡ ⎤Π = Π − Π ⏐ Π − Π ≥⎣ ⎦

For a definition in the general case (i.e. with possible probability
“atoms”), and a proof that this risk measure is coherent in the sense of
Artzner et al. (1999), see Acerbi and Tasche (2002). It is important to
note that expected shortfall captures the risk of loss where it is most
dramatic, i.e. in the tail of the distribution. The entire tail, not only a
threshold, determines the risk measure. It is evident that expected
shortfall can be estimated easily from an empirical distribution. As a
final note, we mention that portfolio selection problems using expected
shortfall are generally easier to solve than those using VaR (see
Rockafellar and Uryasev [2002]). Spectral risk measures resemble
expected shortfall, but introduce an auxiliary weight function
representing an individual’s risk aversion, see Acerbi (2002) and Tasche
(2002) for details.

All the methods for calculating VaR in this paper can be adapted
easily to the computation of expected shortfall. For the scenario based
methods, the estimation of expected shortfall is straightforward, as it is
just the average loss over the scenarios where loss exceeds VaR; for
variance-covariance methods (see below) which assume conditional
normality, expected shortfall is a simple function of the mean and
standard deviation. The motivation for the exclusive use of VaR is
twofold. Firstly, the major aim of this study is to perform a comparative
analysis, which is easier when considering VaR by assessing the
performance of each method with the number of exceedances. Secondly,
the method for calculating capital allocation proposed by the Basel
Committee is based on VaR, and this measure therefore still must be
taken to be the benchmark.

V. VaR Methodologies

This section presents the methods for scenario generation and VaR
calculation that are employed in the back-testing in the following
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7. These statistics were not used directly in selecting the external market indices for
enriched historical simulation.

sections. Particular emphasis is paid to the use of data from other
emerging markets to enhance risk management in the local environment.

There are numerous methods for computing Value-at-Risk. These
include methods based on expansion and normal approximation (such
as RiskMetrics’ method presented below and its various higher order
generalizations, and the Cornish-Fisher expansion), Monte-Carlo
methods (exemplified by the other methods described below), and
extreme value theory. Many studies have compared the various
methods. See for example Allen (1994), Beder (1995), Hendricks
(1996), Dave and Stahl (1997), Duffie and Pan (1997), and Manganelli
and Engle (2001). The methods that are employed in the present study
can be divided into the following categories: 1) Variance-Covariance
Methods (VCV); 2) Monte-Carlo Simulation Methods (MC); 3)
Historical Simulation Methods (HS).

The first two are parametric while the historical simulation methods
are non-parametric. The most significant difference between the
parametric and non-parametric methods in the context of this paper is
that the non-parametric models allow the use of data from external
markets. Other stock market indices with longer histories may carry
very useful information even though there is no correlation or direct
relevance to the local market. The data may be able to reflect stock
market characteristics that are very difficult to incorporate into a model,
like investors’ psychology during ‘unusual’ periods. This kind of
information may be universal and not stock market specific. Consistent
with this reasoning is the use of time-series of stock market indices that
had the experience of unusual periods. The following stock markets
were taken for this study: Greece: ASE Index; Italy: MIB30 Index;
Mexico: MEXBOL Index; NASDAQ: NASDAQ 100; Portugal: BVLX
Index; Thailand: SET Index.

The above indices and the monthly volatilities of daily returns are
plotted in figures 8 (Greece, Italy, Mexico) and 9 (NASDAQ, Portugal,
Thailand) in appendix C. The descriptive statistics of the daily returns
are shown in table 12 in the appendix, together with the CSE General
Index descriptive statistics.7 The normality tests are also shown in table
12. Finally, the decay parameter λ of the EWMA model was estimated
for all the time series. The results are shown in table 13 (see appendix
C).
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The following observations are important when comparing the CSE
with the other indices: the CSE General Index has significantly greater
skewness (1.85) and excess kurtosis (24.40) than any of the other
indices. Even though it has a maximum return (23.68%) that is the
highest maximum among all indices, one would expect skewness and
excess kurtosis to be closer to the values for the other indices. However,
the recent bubble has been a significant part of the CSE history and
therefore it has a large effect on the entire history’s statistics. This effect
should fade out through time.

It is difficult to provide an exact recipe for selecting which external
markets to use as data. The markets listed above were chosen using a
number of criteria. Each market has undergone periods of relative
tranquility and volatility, without the presence of a complete
system-wide collapse (the “crash” of the Cyprus Stock Exchange is
larger than that of any of the other markets considered). The series are
long enough to be useful for sampling techniques. Finally, they are
taken from widely varying markets and it is therefore hoped that they
span a wide range of possible market regimes. In the historical sampling
methods described below, the probabilities assigned to the local and
external markets were set arbitrarily. A more advanced version of the
technique could attempt to fit these weights based, for example, on a
regression of returns, or, more in line with the motivation of the current
paper, by selecting the weights that would have performed optimally in
the back-test up to the current date. Improved methods for selecting the
data series and the corresponding weights are important topics for future
study.

An important point is that in the enriched historical simulation
framework, the theoretical relationship that may exist between the local
market and a particular foreign market is inconsequential. For example,
in the case of the Athenian and Cypriot markets, there may exist some
predictive power in the lag returns of the Athens Stock Exchange index
in forecasting the Cyprus Stock Exchange index. However, if the
previous day’s return is used in our EHS, it is just one more return in the
pool that is used to generate the historical scenarios and carries the same
weight as any other return from any other market. Therefore, problems
like cointegration should not affect the results of EHS.

The Monte-Carlo and Historical simulation methods are scenario
based. For this reason, for each pair (α,τ) of confidence level and time
horizon, respectively, two VaR estimates will be considered. These are
nVaR: Non-parametric VaR with α% confidence, i.e. the lower 1 – α%
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percentile of the empirical distribution for the scenario set; pVaR:
Parametric VaR with α% confidence in which the normal distribution
is fitted to the empirical distribution of the returns of the scenario set.
The VaR estimate is then the lower 1 – α% percentile of the fitted
distribution (computed using the inverse of the cumulative normal
distribution function, and the scenario set mean and standard deviation).
Two confidence levels (95% and 99%) will be considered, along with
three time horizons (one week, two weeks and one month). Therefore,
each scenario-based method generates in total twelve VaR estimates (six
for each confidence level), while the variance-covariance methods will
give six VaR estimates (three for each confidence level, corresponding
to the three time horizons).

A. Variance-Covariance (VCV) Methods

This approach to VaR estimation is based on the standard methodology
pioneered at J.P. Morgan. The RiskMetrics model assumes that the
distribution of the returns is normal with mean zero and variances σ2

t. It
follows that Πt+τ + Πt is a mean zero normal random variable with

single-period variance  and the equation:2
tτσ

,( ),VaR ; 1t t tP τ τ α α+⎡ ⎤Π − Π ≥ Π = −⎣ ⎦

implies that: .( ) [ ],VaR ;t tzτ αα σ τΠ =

For instance, for a ten day horizon at α = 0.95 confidence level,

VaRt,10(Π;α) = 1.65σt . The volatility (σt) is based on the EWMA10
model of daily returns and is estimated each day using the newly
available information. This is referred to as the “RiskMetrics” method
or “VCV-EWMA”. Alternatively, the volatility estimate can be made
using the GARCH(1,1) model. This is referred to as the
“VCV-GARCH(1,1)” method.

B. Monte-Carlo Simulation Methods

The methods described above are based on fitting models for daily
returns. VaR estimates for longer horizons are generated by scaling the
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8. The initial value of σ2
t  is σ2

0 = ω/1 – α – β, which is the expected volatility.

9. Returns can be of any horizon, i.e. daily, weekly, etc.

volatility accordingly. This is something of an approximation. In order
to assess the errors and determine whether the results can be improved,
the EWMA and the GARCH(1,1) models are also used in a
Monte-Carlo context. Once again, the model for returns (assuming µ  =
0) is:
 rt = σtgt,

where εt are i.i.d. with a standard normal distribution. The volatility
parameter can be estimated using either the EWMA or the GARCH(1,1)
model. These are referred to in the tables as “MC-EWMA” and
“MC-GARCH(1,1)” respectively. The parameters used for each
simulation are estimated using all the available local information. The
difference between this method and the previous one lies in the
concurrent simulation of the volatility and the return. The future
volatility is estimated through the endogenous parameters σt and rt, and
the exogenous parameter εt, in contrast to the previous method where
the future volatility is constant until the time horizon.8

C. Historical Simulation Methods

The historical simulation method is widely used for VaR calculation due
to its simplicity and the fact that no particular parametric assumption is
made regarding the distribution of the returns. Even though the original
method suffers from drawbacks such as theoretical inconsistency and
under-responsiveness to conditional risk, it enjoys wide popularity. The
enriched historical simulation method tries to cope with the fact that the
history of an emerging market does not carry enough information for
effective risk management.

The original Historical Simulation (HS) method estimates VaR using
a window of fixed length T of recent historical returns.9 The window
length T is chosen to strike a balance between relevance (returns from
the distant past may not be as relevant as the previous day’s return) and
accuracy (many returns are required for an accurate estimate). Once T
is chosen, the VaR of the next period return is simply estimated as the
quantile of the empirical distribution {rt – T + 1,…,rt}.

This method implicitly assumes that the returns are identically and
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10.  A more theoretically appealing method, introduced by Boudoukh, Richardson and
Whitelaw (1998), avoids this inconsistency by applying exponentially decaying weights to
the returns. Thus, the Weighted Historical Simulation Method essentially eschews the i.i.d.
assumption and imposes autocorrelations on the returns. It tries to build on the stylized fact
of volatility clustering; the decay factor is usually above 0.97.

11. It should be noted that this method converges slowly, and other methods based on
first smoothing the distribution have better performance. This additional sophistication would
be unlikely to change the ordinal rankings of the methods in this paper.

independently distributed (i.i.d.) and for this reason the weights of all
the T returns are the same in the empirical distribution. The selection of
any window of returns T is inconsistent with the i.i.d. assumption in the
sense that in estimating the VaR for the return rt+1, the return rt – T + 1

holds the same weight as rt while rt – T has no weight at all.10

Bootstrapping Historical Data

The historical methods used in this paper apply the statistical technique
of bootstrapping to the problem of estimating VaR. In the language of
Hall (1992) the (uncorrected) bootstrap estimator of VaR is simply the
corresponding quantile of the empirical distribution of returns,
described in the previous section. Results for this estimator are
presented in the rows in the tables labeled “HS”. 

The simple bootstrap estimate can be “improved” by correcting its
bias based on a resampling technique. The data are repeatedly
resampled (with replacement) and quantiles of the generated samples
are computed. The difference between the average of these
“bootstrapped” quantiles and the quantile of the empirical distribution
gives an estimate of the bias of the quantile estimator. The new estimate
for VaR subtracts this bias from the empirical quantile.11 This technique
is applied by generating 1000 samples of size 500 from the original
returns series and estimating the quantile of each sample. For each time
horizon, samples are generated in two different ways. In the first method
(labeled “BHS” in the tables), weekly, biweekly, and monthly returns
are generated by sampling five, ten and twenty-one daily returns
respectively from the original series in an independent manner. This is
consistent with the assumption that daily returns are i.i.d. The second
method (labeled “BBHS”, for “block bootstrap” in the tables) generates
samples based on the series of weekly, biweekly and monthly returns
that actually occurred (this is consistent with the existence of
autocorrelation in the daily returns). 
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12. More sophisticated models, based on fitting these probabilities, will be the focus of
future work.

13. In this case of the ASE being the local market, the CSE history is neglected. The
weights are 82.5% to ASE and 3.5% to each of the other 5 remaining foreign market
information sets.

14. The dates for the Mexican, Portuguese and Thai exchanges were selected as the
beginning and end of local bubbles.

D. Enriched Historical Simulation Method

The Enriched Historical Simulation Method (EHS) is based on the
original bootstrapping HS method. It is an attempt to enrich the
information set using data from other markets. This method is
non-parametric, and assumes that all returns and independently and
identically distributed. For this reason the entire historical set is used,
instead of a window of returns T, thus avoiding the inconsistency with
other historical methods discussed earlier.

In order to specify a non-parametric method, the set of possible
returns Ωt and the probabilities Pt must be specified. In the enriched
historical simulation method, the set Ωt contains all the returns
previously observed on the local index as well as prior returns from a
selected set of other indices. The external indices used in this study
were described above. As already discussed, the probability weights for
the external series in this study were set arbitrarily.12

Enriched Historical simulation 1: Sampling from CSE and other Indices

With this historical simulation method the scenario sets are generated
by sampling from the CSE historical returns distribution and the
distributions of returns of other indices. Arbitrarily, a weight of 82% is
assigned to the local market  (CSE) information set and 3% to each of
the other six foreign market information sets.13 For a particular date t,
historical scenario sets were generated by sampling from the following
periods: CSE: 29/3/1996 – t; ASE: 2/3/1998 – t; Italy: 3/11/1997 – t;
Mexico: 1/3/1995 – 31/12/1998; Nasdaq: 1/4/1998 – t; Portugal:
1/4/1987 – 1/3/1989; Thailand: 1/10/1991 – 30/10/1998. In the tables,
results for this method are contained in the rows labeled “EHS1”.14

Enriched historical simulation 2: Sampling from CSE and proxy
scenarios
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15. The probability weights are lower because EHS2 makes stronger assumptions,
adopting the autocorrelations as well as the returns of the external market. In the case of the
ASE being the local market, the weights are 95% for the ASE and 1% for each of the other
five remaining foreign market information sets.

This variant of the enriched historical simulation method makes use of
the local information set in the same way as in the previous historical
simulation method and uses the foreign information set by creating
what-if scenarios. These what-if scenarios use the actual evolutions of
the other indices as proxies for possible future evolutions of the local
market index. More precisely, a weight of 94% is given to the historical
scenarios that are generated by sampling from the local market returns
and 1% to each of the six what-if scenarios.15 The periods that were
used for these historical scenarios are the same as the periods of the
previous historical simulation method. The results for this method are
reported in the rows of the tables labeled “EHS2”.

VI. Empirical Study

This section discusses results of tests of the VaR methodologies
described in the previous section. The methods are assessed using the
back-testing algorithm recommended by the Basel Committee of the
Bank for International Settlements (2001).

The back-test compares VaR measures for one week, two week and
one month changes of the portfolio at a 95% or 99% confidence level,
against the actual portfolio loss for the corresponding time period.
Assuming that the risk factors are correctly modeled and that markets
behave accordingly, we expect, on average, that the absolute value of
the actual loss will exceed the 99% VaR only five days out of the last
five hundred.

A VaR estimate is generated using the methods described above for
a particular time horizon and confidence level. For each method, an
overall score is defined as follows. On a test date t, the violation score
is given by:

, , ,

1 if the actual loss is less than the VaR figure,

0 otherwise p m tV τ
⎧ ⎫

= ⎨ ⎬
⎩ ⎭

where p is the one-sided confidence level, t is the time-horizon and m
is the method. If the null hypothesis (H0) is that the methodology is
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16. The term violation ratio is somewhat misleading. We have a violation when the actual
loss is great than the VaR. However, the violation ratio is greater the greater the number of
non-violations that we have, since non-violations should occur exactly 100·α% of the time.

17. Normally distributed random variables are presented as V-N(μ,σ).

correct, then for every Vp,τ,m,t,

0

1 with probability 
,

0 with probability 1

p
H

p

⎧ ⎫
= ⎨ ⎬−⎩ ⎭

for all p, τ, m, and t = 1,…,T. The overall score, henceforth called the
violation ratio, for the entire testing period (1,…,T) is defined as:16
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Assuming that the violation scores are independent of each other and
that T is large, the Central Limit Theorem implies that under the null
hypothesis Vp,τ,m is approximately normally distributed with mean p and

variance . Therefore the null hypothesis for a particular
( )1p p

n

−

method m, confidence level p, and time horizon τ is defined as:17
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In order to compare VaR figures one should consider the adjusted
violation ratios, defined as:
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The above distributions can be used to test the null hypothesis by
checking whether the estimated violation ratio Vp,τ,m is within the 95%
confidence interval specified by the distribution.

A. Cyprus Stock Exchange VaR Test Results

The testing period for the CSE General Index begins before the bubble,
on 9/2/1999 and lasts until the end of the times series, 26/10/2001.
Scenario sets using all simulation methods were generated for each of
the dates of the testing period. The VaR figures generated were
compared with the actual losses of the CSE General Index for the dates
of the scenario sets. However, for some dates the comparisons were not
made. These were the dates on which the forecasting period (one month
ahead) had many days for which there was no trading. More precisely,
no testing was made for a date on which there were more than two days
of no trading in the one week ahead, or five days of no trading in the
next two weeks ahead, or ten days of no trading in the one month ahead.
From the 646 trading days in the testing period, twenty days were lost
because of these restrictions. It should be noted here that, in principle,
it does not matter how many trading days there are within a particular
time-horizon as what matters is the flow of information, which drives
the prices. However, the above constraints were applied to avoid any
thin-trading effects.

The results are presented in table 6. The adjusted violation ratios for
each method and time horizon are shown. The left part of the table is for
the 95% confidence level, while the right part is for the 99% confidence
level. The methods almost uniformly underestimate the risk of the
index, as could be expected given the chaotic nature of the local market.

The null hypothesis as defined above states that the 95% VaR
adjusted violation ratios for a sample of 626 are normally distributed:

( ), , 1,0.0087 ,p mV Nτ
� ∼

resulting in a 95% symmetric confidence interval [0.9820,1.0180]. For
the 99% VaR violation ratios, the distribution is:

( ), , 1,0.0040 .p mV Nτ
� ∼

A 95% symmetric confidence interval in this case is [0.9921,1.0078].



207Risk Management/Emerging Markets

One way to test each method is to compare its adjusted violation ratio
against the appropriate confidence interval. Only BHS-pVaR at the 95%
confidence level falls within the confidence interval specified by the
null hypothesis.

Examining the results in the table more closely, we see that Enriched
Historical Simulation outperforms straightforward historical simulation
on short time horizons and for higher confidence levels. EHS1
outperforms all other nVaR methods on the one week and two week
time horizons at the 99% confidence level. For the longer time horizons,
the quality of enriched historical simulation deteriorates, and historical
simulation using only the local data is competitive. The MC methods
using EWMA and GARCH(1,1) outperform their VCV counterparts
since the VCV methods do not take into consideration that the volatility
changes with time. The nVaR adjusted violation ratios of the
Monte-Carlo methods are close to the pVaR ones. This is natural as
these simulation methods assume a conditionally normal distribution for
the returns.

One striking feature of the results is that for the historical methods
the pVaR estimates uniformly outperform their nVaR counterparts. This
is because they assume a symmetric distribution for the returns (not due
to normality). As is evident from the statistical analyses of section 3, the
CSE General Index returns are far from normally distributed. The
scenario sets generated by the historical methods were positively
skewed during the period when the index was going up and it took these
methods a while after the turning point to adjust in producing more
symmetric distributions. This is particularly noticeable with the
bootstrap historical simulation methods that use only local information
(i.e. HS, BHS, and BBHS). It is quite reasonable to assume that the
downside potential of the returns is of the same magnitude as the upside
potential; the parametric method fills in the downside of the
distribution, even when no downside has yet been observed. Readers
should be cautioned against generalizing these observations to other
markets, as they derive partially from the distinctive “single bubble”
nature of the history of the CSE. In general, the pVaR approach entails
the danger of seriously mis-estimating the risk and therefore
undermining the profitability of the institution. Some evidence
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supporting this view is given by the results of the back-test for the ASE.

B. Athens Stock Exchange Test Results

The testing for the ASE General Index starts before the second bubble,
on 2/2/1998 and ends on 18/12/2001. In this testing period, 971 trading
days were included. Under the null hypothesis as defined above, the
95% VaR adjusted violation ratios for a sample of 971 are normally
distributed:

( ), , 1,0.0070 ,p mV Nτ
� ∼

resulting in the 95% symmetric confidence interval [0.9856,1.0143]. For
the 99% VaR violation ratios the distribution is:

( ), , 1,0.0032 ,p mV Nτ
� ∼

and the 95% symmetric confidence interval is [0.9936,1.0064]. Table
7 gives the adjusted violation ratios for each method and time horizon.

The results in this case are more mixed. Almost all methods perform
better on this more advanced market. It is interesting to note that now
some methods overestimate the risk (indicated by adjusted violation
ratios greater than one). In this case the EHS1-pVaR method is
competitive even with BHS1-pVaR; both methods produce estimates
within the confidence interval for the 95% confidence level. At this
confidence level, the enriched historical simulation EHS1-nVaR method
outperforms all other nVaR methods. Once again, RiskMetrics performs
poorly compared to the other methods.

Conclusions for some methods in the Athens results are difficult. For
example, observe that the non-parametric Monte-Carlo GARCH does
quite poorly at the 95% confidence level, but produces estimates
satisfying the confidence interval test at the 99% confidence level. The
general conclusions that may be drawn from this analysis are as follows.
For the Cyprus Stock Exchange, enriched historical simulation generally
improves risk assessment (although not by enough to achieve the
number of exceptions that would guarantee the lowest capital multiplier
defined by BIS). For the Athens Stock Exchange, EHS methods satisfy
the BIS back-testing criteria, while methods that use local data
exclusively fail to pass the test. Finally, in all cases, the use of data from
other markets provides substantially more accurate risk assessment than
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the standard RiskMetrics methodology.

VII. Conclusion

The challenges facing risk managers in emerging markets are both
numerous and complex. This paper addresses two of the challenges, the
estimation of the industry standard risk measure Value-at-Risk and the
lack of data for scenario generation. The paper proposes the use of data
from other emerging markets in order to supplement these calculations.
The methodology is illustrated on both the Cyprus and Athens stock
exchanges. Numerical tests reveal that in both cases methods using data
from other markets improve risk measurement in comparison to
techniques using only data from the local market. It is posited that these
results are due to the fact that data from other markets carry information
that is common to all emerging markets and that the inclusion of data
from many markets means that the local idiosyncrasies of these markets
will have little effect.

There are many avenues for future research and possible
improvement of the results presented herein. There is a plethora of
different distributions and mathematical models that have been
developed in advanced markets and should be tested before being
applied in the local market (e.g. Lévy processes, stochastic volatility,
jump-diffusions, and bootstrapping historical residuals as in
Barone-Adesi et al. [1998,2000]). For enriched historical simulation in
particular, an important direction of future study is to develop
algorithms for selecting which historical series should be included in a
simulation, and with what probabilities. One possibility would be to
choose the weights at each time to be those that would have performed
optimally in the past.

Enterprise risk management for institutions operating in emerging
markets is still in its infancy. While there exist many well-developed
techniques in advanced markets, these techniques do not translate
effortlessly into the emerging market context. However, if the
innovation, creativity and persistence that have been applied to risk
management in developed markets are employed in the emerging market
context, the associated difficulties should not prove insurmountable.
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APPENDIX B. Additional Figures and Tables for the Athens Stock Exchange
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TABLE 11. Ljung-Box Statistic (lag 30) for ASE General Index

LB 1* LB 2** LB 3*** 

All 22.97 3.134 3.036
(81.0%) (100.0%) (100.0%)

Period 1 55.36 176.6 14.904
(<1.0%) (0.0%) (99.0%)

Period 2 62.52 330.1 31.072
(<1.0%) (0.0%) (41.0%)

Period 3 58.36 152.73 24.471
(<1.0%) (0.0%) (75.0%)

Note: * Standardized Returns: rt/σt. ** Squared Returns: r2
t . *** Squared Standardized

Returns: r2
t /σ2

t .

 

FIGURE 7. — GARCH(1,1) and EWMA Parameter Estimates for the
ASE Daily Returns
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APPENDIX C. Additional Figures and Tables for other Exchanges

FIGURE 8. — Level and Volatilities of General Indices of Greece, Italy
and Mexico
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FIGURE 9. — Level and Volatilities of the General Indices of Nasdaq,
Portugal and Thailand
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TABLE 13.  EWMA lambda Estimates for all Indices

Maximum Likelihood OLS
Index 0tμ = tμ μ= 10,t tμ μ= 0tμ =

Italy 0.9316 0.9314 0.9141 0.8916
Mexico 0.9500 0.9509 0.9254 0.9252
Nasdaq 0.9566 0.9563 0.9354 0.9352
Portugal 0.9050 0.9138 0.8712 0.7965
Thailand 0.9040 0.9041 0.8686 0.9071


